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System Architecture

3-1.
Introduction.


a.  The purpose of developing a system architecture framework is to provide principles, 
recommended “best practices,” implementation strategies, and standards that direct the design, 
deployment, and management of distributed information systems.  The principle benefits are the 
access to more accurate information, improved decision-making resources, and the reduction of 
cost.  



b.  System Architecture facilitates four concepts:



(1)  Data Collection and the Quality of Data.  Creating consistent methodologies for 
collecting and handling data helps a District improve the quality of data and opportunities for 
sharing data.



(2)  Mission Alignment is developing strategic planning to ensure that major state 
objectives and business drivers are aligned.



(3)  Public Access is providing a consistent way to present organized, categorized district 
architecture information to the public and external business through the Internet. 



(4)  Re-engineering Initiatives is defining common business requirements and seeking to 
identify the processes required to support them. Common processes have the potential for reuse 
to support agency process engineering initiatives.


3-2.
What is Required?


a.  Standard Operating Procedures(SOP).  SOPs are important to the eCoastal 
architecture as they provide the eCoastal team’s written internal business practices.  The SOP 
may cover data processing requirements, file nomenclature, folder structure, database schema 
naming conventions, database backup procedures, application workflow diagrams, metadata 
requirements, and other business practices. Examples of items that may be covered in an SOP are 
available in Appendix E.


b.  Scalability Strategy.  Scalability refers to the controlled growth of a GIS operation.  
Ideally expanding a system should be anticipated with forecasted growth—not a reaction to a 
crisis.  A scalable GIS is flexible enough to support future changes to the GIS; however, its 
scalability also implies added cost.  This added cost is indicative of the organization’s initial 
investment in the infrastructure to support eCoastal.



c.  Hardware Server.  Districts seeking to implement eCoastal will choose a minimal, 
standard, or optimal hardware server based on the district’s needs, goals, and the resources 
available for its eCoastal project.   A server manages and shares web-based applications 
accessible from any computer connected to the internet.  



(1)  Minimal.  A single server is the minimal hardware required.  This server is to store 
shared GIS datasets—such as shape files and raster files (typically in MrSID format) organized 
in a file folder structure.  In addition to shared datasets, this single server model can also house 
an ArcSDE geodatabase or ArcIMS mapping services.  This system is comparatively the least 
expensive.  Hardware requirements for minimal hardware are as follows.


(a) One (1) CPU with dual processors 


(b) Memory - minimum 4GB, 8GB recommended

(c) Internal Storage - Two (2) internal RAIDs (Redundant Array of Independent Drives) of SCSI hard drives. The first RAID container should be a minimum of two (2) RAID-1 hard drives dedicated to the operating system.  The second internal RAID would require a minimum of three hard drives and up to the maximum number of hard drives, the server can physically contain, and this container is to be RAID-5 configured.


(d) External Storage – No external storage for Minimal configuration 


(e) Expansion – An additional PERC controller card with two external channels is recommended.


(f) Power Supply - Redundant power supplies


(g) Network Interface Cards - Dual 1GB per second NICs 



(2)  Standard.  Standard hardware uses two (2) servers—a primary server hosting GIS 
data files or an ArcSDE geodatabase and the secondary server primarily functioning as a GIS 
web server outside the Corps of Engineers Enterprise Infrastructure Services (CEEIS) firewall. 
Cost is a comparatively smaller factor in the decision-making for the standard setup than the 
minimal.  This setup focuses on establishing a distributed architecture.


(a)  Primary server hardware requirements:


(1) One (1) CPU with dual processors.


(2) Memory - 4GB minimum, 8GB is recommended.


(3) Internal Storage - Two (2) internal RAIDs (Redundant Array of Independent Drives) of SCSI hard drives.  The first RAID container should be a minimum of two (2) RAID-1 hard drives dedicated to the operating system.  The second internal RAID would require a minimum of 3 hard drives and up to the maximum number of hard drives the server can physically contain, and this container is to be RAID-5 configured.


(4) External Storage – No external configuration for Standard configuration.


(5) Expansion - Additional PERC controller card with 2 external channels


(6) Power Supply - Redundant power supplies 


(7) Network Interface Cards - Dual 1GB per second NICs 



(b)  Secondary server hardware requirements:


(1) CPU - Single processors.


(2) Memory - 2GB minimum, 4GB is recommended.


(3) Internal Storage:  One (1) internal RAID with a minimum of two (2) of SCSI hard drives for RAID-1 and three (3) for RAID-5 configuration.  The secondary server is not for mass storage as corporate GIS datasets are stored internally (behind the firewall).


(4) External Storage – No external storage for Standard configuration.


(5) Power Supply - Redundant power supplies 


(6) Network Interface Cards - Dual 1GB per second NICs 



(3)  Optimal.  Optimal hardware uses three (3) servers to provide a flexible hardware 
platform for distributing server-based services and access to data.  That there is potential for a 
large initial growth in the GIS enterprise that must be planned for is assumed.  Cost is not a 
factor in the decision-making for the optimal setup, and this setup focuses on optimizing the 
environment for a scalable architecture. The primary server typically hosts both GIS data files 
and an ArcSDE geodatabase.  The primary server is also dedicated to the producing spatial 
datasets and databases.  The secondary server is primarily a database server hosting an enterprise 
SQL database, and additional services as required.  The third server is a GIS web server outside 
of the Corps of Engineers Enterprise Infrastructure Services (CEEIS) firewall.



(a)  Primary server hardware requirements


(1) One (1) CPU with dual processors.


(2) Memory - 8GB minimum recommended, up to 32GB.


(3) Internal Storage - Two (2) internal RAIDs (Redundant Array of Independent Drives) of SCSI hard drives. The first RAID container should be a minimum of two (2) RAID-1 hard drives dedicated to the operating system.  The second internal RAID would require a minimum of 3 hard drives and up to the maximum number of hard drives the server can physically contain, and this container is to be RAID-5 configured.  The amount of storage in the second container depends on the size of the hard drive that was selected when building the server.


(4) External Storage – No external storage for Optimal configuration 


(5) Expansion - Additional PERC controller card with two (2) external channels except for the web server


(6) Power Supply - Redundant power supplies 


(7) Network Interface Cards - Dual 1GB per second NICs 



(b)  Secondary server hardware requirements


(1) One (1) CPU with dual processors.


(2) Memory - 4GB minimum, 8GB is recommended.


(3) Internal Storage - Two (2) internal RAIDs (Redundant Array of Independent Drives) of SCSI hard drives. The first RAID container should be a minimum of two (2) RAID-1 hard drives dedicated to the operating system.  The second internal RAID would require a minimum of 3 hard drives and up to the maximum number of hard drives the server can physically contain, and this container is to be RAID-5 configured.


(4) External Storage – No external configuration for Optimal configuration.


(5) Expansion - Additional PERC controller card with 2 external channels


(6) Power Supply - Redundant power supplies 


(7) Network Interface Cards - Dual 1GB per second NICs 



(c)  Third server hardware requirements


(1) CPU - Single processors.


(2) Memory - 2GB minimum, 4GB is recommended.


(3) Internal Storage:  One (1) internal RAID with a minimum of two (2) of SCSI hard drives for RAID-1 and three (3) for RAID-5 configuration.  The secondary server is not for mass storage as corporate GIS datasets are stored internally (behind the firewall).


(4) External Storage – No external storage for Optimal configuration.


(5) Power Supply - Redundant power supplies 


(6) Network Interface Cards - Dual 1GB per second NICs 



d.  Other Hardware.  The eCoastal team’s work is not done exclusively on servers.  The 
eCoastal team can devote more time to data formatting and loading data (i.e. large raster datasets 
such as aerial imagery) into a geodatabase if a geodatabase is deployed.  To perform large data 
loads, at least one workstation should include: dual processors, 4GB of RAM, 400-500 GB 
raided hard drives, and dual screens.  High capacity USB and Firewire connection are also 
necessary for this workstation.  Prices for this type workstation will range from $5,000 to 
$10,000 (2006).



(1)  A large format scanner capable of scanning up to an E size (34” x 44”) drawing will 
be useful.  Most legacy data on older paper or Mylar® hard copy with important information can 
be loaded into a GIS when scanned and rectified to a coordinate system. Prices for this type 
scanner range up to $10,000 (2006).



(2)  USB or Firewire drives that can range up to 1 TB in size will also prove useful to an 
eCoastal team.


e.  Database.  A single GIS database can run a personal geodatabase (Microsoft Access) 
and up to an Oracle or SQL Server running ArcSDE.  An enterprise geodatabase has the ability 
to manage multiple distributed SDE databases to maximize access to the data.  Installing 
database software enables users to take advantage of integrated security—accessing the database 
through network domain accounts.  Mixed mode, the ideal setup to access the SQL server, allows 
users the ability to access the database and its information through domain accounts and local 
database accounts created by the database administrator.  In accordance with USACE’s 
memorandum for Distribution and Interim Policy and Guidance for Geographic Information 
Systems Technologies, Districts are strongly encouraged to follow the SDSFIE data model and 
integrate the structure into a Structured Query Language (SQL) compliant relational database 
regardless of which platform the District selects to host the enterprise system.  Supplemental, 
non-spatial databases are also useful when designing an enterprise system.  While a GIS does not 
require a database to store GIS data, at least one database is required to store non-spatial GIS 
data.  Types of data to be included in this database are: business tables to store data that populate 
values and settings in customized tools, documents (such as reports or digital photos) stored as 
blob fields, time series data, or additional attribution for vector data that is not supported by the 
SDSFIE.  


(1)  Minimal.  A single Microsoft Access database to store non-spatial data is the 
minimum requirement for a personal geodatabase.  Personal geodatabases can store a maximum 
2GB of data each.  ArcIMS cannot use data stored in a personal geodatabase.  While a personal 
geodatabase is simple and relatively inexpensive to setup and manage, many geodatabase 
features cannot be accessed with a personal geodatabase.  



(2) Standard.  Standard setup requires an enterprise-level database system.  Many 
database vendors such as SQL Server and Oracle are supported by ESRI products.  In the 
standard configuration, the database software is installed on a server, and ArcSDE is installed on 
the configured database to provide an enterprise level geodatabase.  For this setup, create a 
minimum of one database file to hold vector data and one database file to hold raster data.



(3)  Optimal.  The optimal setup distributes processing and data storage to accommodate 
powerful data access and storage.  The spatial database is installed and created on a server 
dedicated solely to the geodatabase.  This server usually has a RAID-5 container for data storage 
and a RAID-1 container for the operating system.  The RAID-1 container should also have 
additional directly attached storage configured for RAID-5 to provide three (3) physical hard 
drives accessible to the database.  Distributing the database files in this manner improves 
performance by lowering disk contention and I/O bottlenecks; database index files, log files, and 
data files are each on separate drives.  The secondary server also requires a database to separate 
spatial data from non-spatial data.  On an Oracle or SQL Server, multiple installations of a 
database create databases instances.  Each installation is an instance that can be uniquely named 
and referenced.



f.  Software.  The software required to satisfy eCoastal system architecture varies 
considerably depending on the level of implementation an organization plans for its GIS system.  
The eCoastal framework is primarily built with ESRI software.    The following table indicates 
several types of software required to fulfill the eCoastal requirements.  Acquiring a maintenance 
plan will help with potentially costly annual software expenses as it is necessary to stay current 
with developments in the software.  The software marked as “Required” in Figure 3-1 indicates 
the minimum requirements for an enterprise deployment of eCoastal.  
	Software
	Type
	Description
	Required

	ArcEditor
	Client
	Desktop software required to edit an ArcSDE geodatabase.
	yes

	ArcINFO
	Client
	Desktop software to manage/analyze data.
	yes

	ArcSDE
	Server
	Server software required to create an enterprise geodatabase.
	yes

	ArcIMS
	Server
	Server software to server GIS data via an internet client.
	yes

	ArcMap
	Client
	Desktop software client to visualize and analyze GIS data.
	yes

	Spatial Analyst
	Client
	Desktop extension for modeling and analyzing spatially distributed data.
	yes

	3D Analyst
	Client
	Desktop GIS extension.
	yes

	Database
	Server
	Enterprise database i.e. SQL Server, Oracle, DB2.
	yes

	ERDAS Imagine
	Client
	High end desktop software is highly recommended to manage all aspects of imagery products and datasets.
	no

	Java Servlet
	Server
	Java servlet engine required to support ArcIMS i.e. ServletExec, Tomcat.
	yes

	Visual Studio
	Client
	Desktop application development tool to build web and desktop GIS applications (custom development)
	no

	Adobe Acrobat
	Client
	Desktop software to convert files to PDF format.
	yes

	Microsoft Visio
	Client
	Software recommended to provide design and drafting capabilities.
	no


Figure 3-1

3-3.
Additional Components.


a.  Java Servlet Engine.  



(1)  Port XXXX allows communication between the servlet adapter on the web server and 
the servlet engine on the ArcIMS server so that requests made to the ArcIMS are passed through 
the firewall to the ArcIMS server where the map image is built then referenced through the 
firewall by the web client.


(2)  Port XXXX allows the ArcIMS ActiveX connector installed on the web server to 
communicate with the ArcIMS Spatial Server installed on the ArcIMS server.

Figure 3-2
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(3)  Additional ports can be opened to support a more distributed architecture for the eCoastal enterprise as displayed in the previous illustration, Figure 3-2.  The added server functions as both a database server and an intranet web site capable of hosting web services. 


Example:  A new port is opened, XXXX, through the CEEIS firewall between the 


database server and the web server.  This port is also used to run an IIS site on the 

database server that listens to the network on port XXXX for any commands sent to it 

using http protocols.  The database server is also hosting ArcGIS Server (i.e. it is 


installed on the database server).  An ArcIMS application on the web server can then 

be developed to communicate through port XXXX to talk to a web service on the 


database server. This web service is designed to connect to the ArcGIS Server; then, 

it is instructed to build a raster grid and convert it to a reclassified polygon shapefile 

on the geodatabase server. An ArcIMS map service references this shapefile, so when 

the map service is updated, the result is displayed on the map.  This shapefile could 

represent the results of a bathymetric survey showing relative depths based on the 

data that was processed in this manner.



b. Client Requirements.  


(1)  Client Hardware.  The client hardware or workstations required by the eCoastal team 
depends on the GIS data collection and processing support the District’s mission requires.  For 
example, if the district requires imagery processing capabilities, the high quality workstation 
must have a minimum 4GB of memory, dual-processors, 256 MB video card minimum, and 
large hard drives configured for RAID-1.    This high quality workstation will also require two 


(2) physical hard drives.  Workstations that do not require imagery-processing 
capabilities will not require these specifications; however, a minimum 2GB memory is required.  



(3)  Client Software.  ArcINFO and ArcEditor of the client software listed in Figure 3-1
are typically installed concurrently, and a license must be obtained to use each.  ArcMap, Spatial 
Analyst, and 3D Analyst extensions are recommended to be installed on eCoastal workstations as 
single-use licensed products.  Other client software such as ERDAS requires high quality 
workstations.  Developer software such as Visual Studio is only required for an organization that 
produces in-house custom application development.  
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c.  Metadata Server and The National Coastal Data Bank (NCDB).  The NCDB allows 
users to search and retrieve spatial and non-spatial data from a central location using the NCDB 
Metadata Server.  The NCDB Metadata server uses metadata published to the NCDB to provide 
accurate keyword and geographical area searches.  The US Army Corps of Engineers District, 
Mobile (CESAM) is the NCDB Host District and houses the centralized Host Metadata Service 
for all district offices and non-USACE agencies use to search for data.  
Figure 3-3


3-4.
Server Setup.


a.  Configuration. An initial server set-up model for eCoastal is shown in as a server 
behind the CEEIS firewall that runs both a database system and ArcIMS.  Outside the firewall, a 
server runs as a GIS web server using Internet Information Services 6.0 on Windows Server 2003 
for example.  Ideally, corporate spatial data is isolated and consolidated behind the firewall to 
provide access to corporate datasets with desktop clients such as ArcMap without moving GIS 
datasets outside the firewall in order to use them with ArcIMS.


b.  Internet Mapping Service.  When an ArcIMS request is made, it is handled by the 
Web server, passed through one of the connectors, and then forwarded to the ArcIMS 
Application Server. The Application Server dispatches the request to an ArcIMS Spatial Server 
for processing.  The components of ArcIMS may be distributed across multiple machines.  This 
approach moves the web server outside the firewall and configures the connectors to 
communicate with the map generating components of ArcIMS that are behind the firewall.  In 
order to achieve the across-the-firewall communication protocol, certain ports must be opened in 
order to achieve the corporate goals of the eCoastal system.  

3-5.
Server Security


a.  Physical Location and Security.  Servers should be stored in a locked room accessible 
only to a maintained list of authorized personnel.  Additionally, the servers’ CPU cases should be 
physically locked.  Physical access to them must be carefully guarded as access by unauthorized 
personnel can result in the theft of peripherals, loss of service, security overrides, and other 
miscellaneous tampering.  Physical and information security of servers are to be controlled and 
maintained according to Department of the Army Information Security Program regulation AR 
380-5 and Army Knowledge Management and Information Technology regulation AR 25-1.  


b.  Configuration Management. The key to successful configuration management for 
Administration is to ensure that the entire system configuration is documented and that changes 
are tracked and controlled.   In the event a system is hacked or destroyed, it can be completely 
rebuilt on another physical machine from the Administrator’s documentation.    Effective 
configuration management includes documentation on all hardware and software configurations 
not limited to the following:



(1) System Architecture



(2) Key nodes and connections identified



(3) Software Inventory



(4) Patches and OS version information



(5) BIOS and portioning information


(6) Additional devise drivers per requirements


(7) Documented and marked cables and connections



c.  System Administration  involves Operating Systems (OS), hardware installations, 
configurations, application installations and upgrades.  The Defense Information Systems 
Agency (DIS), Security Technical Implementation Guides (STIGS), and National Security 
Agency (NSA) configuration guides govern all OS and server software installation setup.  
eCoastal servers’ operating systems have a Microsoft Windows Server 2003 base configuration. 
The guide for these servers is the Microsoft Windows Server 2003 Security Guide on 
http://www.nsa.gov


(1)  Server Certification.  USACE districts work with Security Managers to obtain a 
Defense Information Technical Security Certification and Accreditation Process (DITSCAP).  
This certificate is for standard administration processes.  A DITSCAP establishes guidelines on 
physical, personnel, administration, information, information systems, and security activates.  




(2)  System Security. Information Assurance (IA) refers to measures taken to ensure that 
information is available, correct, authentic, and secure.  The incorporation of protection, 
detection, and reaction capabilities allow systems to be efficiently restored in the event of a 
system crisis.  Information Assurance is governed by Defense Information Systems Agency 
(DISA) Security Technical Implementation Guides (STIGS) are available on https://iase.disa.mil  
Army written policies governing IA are AR 25-1, AR 25-2, AR 380-5, AR 380-53, as well as 
DOD 8500 series Directives.  



(a)  User Permissions define the type of access granted to a user or group.   Permissions 
apply to any secure object such as a file, Active Directory object, or CPU registry object.  Rights 
and permissions are checked in the Active Directory when a user attempts to access a file or 
folder.  An Active Directory stores information about users, hardware, applications, and data on 
the network to ensure that users only access their entitled information.  Assigning group 
permissions to a server or network resources is the best practice.  Then, users can be added as 
needed. 


(b)  File Permissions.  New Technology File System (NTFS) file permissions are used to 
control access by the user, group, or application permissions to files.  There are five (5) levels of 
NTFS file permissions as indicated in Figure 3-4.  Modify permission may be granted to a user 
who requires all access to a file except ownership and the ability to change permissions.  When 
Modify permission is granted, Read, Write, and Read & Execute permissions are automatically 
included.   The Power Editing group requires Modify permissions for drives that contain eCoastal 
datasets.  All other users require Read permission only.  File Attributes, not to be confused with 
File Permissions, are the properties of a file such as Read-Only, Hidden, Archive, and System, 
are only applied to OS boot files.

	NTFS File Permission
	Allowed Access

	Read
	Allows the user or group to read the file and view its attributes, ownership, and permissions set

	Write
	Allows the user or group to overwrite the file, change its attributes, view its ownership, and view the permissions set

	Read & Execute
	Allows the user or group to run and execute the application, plus all duties allowed by the Read permission

	Modify
	Allows the user or group to modify and delete a file including perform all the actions permitted by the Read, Write, and Read and Execute NTFS file permissions.

	Full Control
	Allows the user or group to change the permission set on a file, take ownership of the file, and perform actions permitted by all other NTFS permissions.


Figure 3-4



(c)  Folder Permissions.  New Technology File System (NTFS) folder permissions are 
used to control access to a folder as well as its subfolders and files.  The major difference 
between NTFS file permissions and NTFS folder permissions is that the “List Folder Contents” 
NTFS file permission has been added as illustrated in Figure 3-5.  

	NTFS Folder Permission
	Allowed Access

	Read
	Allows the user or group to view the files, folder, and subfolders of the parent folder

	Write
	Allows the user or group to create new files and folders within the folder.

	List Folder Contents
	Allows the user or group to view the files and subfolders contained within the folder

	Read & Execute
	Allows the user or group to navigate through all files and subfolders including perform all actions allowed by the Read and List Folder Contents permissions

	Modify
	Allows the user to delete the folder and perform all activities included in the Write and Read & Execute NTFS folder permissions

	Full Control
	Allows the user or group to change permissions on the folder, take ownership of it, and perform all activities included in all other permissions


Figure 3-5



(d)  Service Account Permissions are granted based on the needs of the application in 
which an account was created to run.  The application service must log onto a local system 
account or an Active directory account to access objects on the operating system.  An 
administrator can control the level of access the application has to the server and possibly other 
network resources by setting specific permissions.    



(e)  FTP Permissions.  File Transfer Protocol is file to file transfer over the internet.  An 
anonymous FTP is a non-secure file transfer that does not require user identification with a 
password or login.  Restrict FTP user accounts to only have permission to access the folders 
needed.



d. Web Server System Security.    Platform security, web server security, communications 
security, and applications security must be addressed during setup.  Four ways to control access 
to the web server to control IP Access, User Authentication, Web permissions, and file security.  



(1) IP Access.  Configure the web server to prevent unwanted computers, groups of 
computers, or entire networks from accessing the web server.


(2) User Authentication.  Configure web servers to require clients to use logons to gain 
access.     



(3) Web Permissions.  Configure servers to use access permissions (Read, Write, or 
Execute) for specific sites, directories, and files that apply to all users regardless of their rights.


(4) File Security is the use of NTFS permissions to secure individual files and directories. 



f.  Web Server System Setup.  Six basic guidelines ensure a secure Web Server System. 



(1) Resolve any issues with the physical environment, network, and security policy 
issues.



(2) Identify roles and responsibilities of Administrators.



(3) Set rules for authentication, IP filtering, network address translation, and domain 
restrictions.



(4) Use Virtual Private Networks (VPN) and Secure Sockets Layers (SSL) encryption



(5) Monitor the website activity and review logs


(6) Secure File Transfer Protocol (FTP), Simple Mail transfer protocol (SMTP), and 
Network News Transfer Protocol (NNTP)  



e.  Firewalls. The firewalls currently emplaced in each USACE District affects the 
eCoastal setup; therefore, understanding the current system is priority.  Firewalls are any 
computers, routers, or combination of computers and routers used to control access between two 
networks through filtering. 

[image: image1.emf]Network

Internet


Figure 3-6


(1)  Three types of filters are:  static packet filtering, dynamic packet filtering, and 
stateful packet filtering.  Static packet filtering controls access by comparing information in the 
packet header to information in the control list.  Dynamic packet filtering is similar to static 
filtering; however, dynamic packet filtering maintains an Active Sessions Table that monitors the 
state of a communication session.  Stateful packet filtering is similar to dynamic packet filter, but 
it monitors a communication session’s sequence of events.  



(2)  The Proxy Server, an additional component of a firewall, processes Internet Protocol 
(IP) addresses to identify systems.       



(3)  Security.  ArcIMS and an enterprise database such as SQL Server or Oracle are the 
first two applications to require a port that will communicate through a firewall. The 
application’s default port is insufficient for use during the setup. To obtain a port, a Firewall 
Action Request must be sent from the district to one of two Corps of Engineers Enterprise 
Infrastructure Services (CEEIS) Centers.


3-6.
Databases.


a.  A Relational Database Management System (DBMS) is a suite of computer programs 
designed to manage a database and run data operations.  The RDBMS is based on the relational 
model that presents data to the user as relational tables as well as provides relational operators to 
manipulate the data in tabular form. Guidelines for best practices and tuning procedures should 
be based on the most recent ArcSDE Configuration and Tuning Guide for SQL Server at 
http://support.esri.com. 


(1)  SQL Server Configuration.  First, ensure the primary settings for the SQL Server 
Database initial installation comply with the following:


(a) Mixed-mode security setting


(b) Maximum/Limiting RAM usage setting      

(c) Windows NT fibers used


(d) CPU numbers based on work loads


(2)  The Spatial Database Engine supports the storage of spatial data in standard 
commercial database management systems applications.  Integrating GIS spatial data with 
enterprise-level DBMS technology provides a solution to store large datasets that support a large 
number of clients.  Critical components associated with ArcSDE communication architecture are 
shown below in Figure 3-7.
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(a)  File groups and files are used to manage data easily and effectively with a database.  
A database that contains vector data is an actively changing database, while a database that only 
houses raster data only changes when data is added or deleted.  Due to this activity, a good 
practice is to separate the data into two different database and SDE instances.  This will allow an 
administrator to easily plan for database backups and other maintenance actives.



(b)  Create file names for SQL databases using the Coordinate System_Horizontal 
Datum_Data Type as shown in Figure 3-8.  A key component of an enterprise Geodatabase 
System’s ability to store multiple projects is its projection of the data.  USACE districts may 
choose a projection coordinate system based on its mission requirements.  Most Regional 
Sediment Management (RSM) eGIS Geodatabases are suggested to reference WGS84 datum.  
Ensure that the data being loaded has the correct projection information for its database.
	SQL Database Names

	Coordinate System
	Coordinate Abbreviation
	Horizontal
	Data Types
	SQL Database Vector Names
	SQL Database Raster Names

	State Plane
	SPALWF - State Plane Alabama West Feet (Ex.)
	NAD83, NAD27, WGS84
	Raster, Vector
	SPALWF_NAD83_VECTOR
	SPALWF_NAD83_RASTER

	UTM
	UTM16NM – UTM Zone 16 North Meters (Ex.)
	NAD83, NAD27, WGS84
	Raster, Vector
	UTM16NM_NAD27_VECTOR
	UTM16NM_NAD27_RASTER

	Geographic
	GC – Geographic coordinates
	NAD83, NAD27, WGS84
	Raster, Vector
	GC_WGS84_VETCOR
	GC_WGS84_RASTER


Figure 3-8



(c)  The DBTune table is a SQL Server table that controls feature data placement, indexes 
parameters, and data storage with those files and file groups.  This table uses keywords, 
parameters and configuration setting to identify how the database objects are controlled.  Custom 
keywords will need to be created to ensure that the database knows the proper parameters to use 
with each function when data is loaded, edited, or deleted. Refer to documentation in ArcSDE 
Configuration and Tuning Guide for SQL Server at http://support.esri.com for managing and 
“best practice” information.  





(d) Once databases have been created, the next important step is to configure security on 
the databases.  User access to any database or server should be limited to the needs and 
requirements of that particular user or group of users.  Windows and SQL server authentication 
are the two types of authentications to the SQL database.  SQL server also supports Windows 
group accounts and roles.  Like Windows group account, SQL Roles are used to group user 
accounts.  Using groups and roles requires much less administration; because once a user is 
added to that group or role, that user inherits the permission of that role. Refer to documentation 
in ArcSDE Configuration and Tuning Guide for SQL Server at http://support.esri.com managing 
and best practice information.  


(e) Object ownership is another important administrative function that requires solid 
planning.  The SDE user must own all spatial database objects.  This assignment will occur 
during the post installation setup.  Once the database is created, create a SQL user—not the SDE 
user, to own all of the other spatial objects and data.  This makes for easier data management and 
user access.  Refer to documentation in ArcSDE Configuration and Tuning Guide for SQL 
Server at http://support.esri.com for managing and best practice information.  



(2)  Design.  The eCoastal distribution package includes the SDSFIE database filter for 
storage of spatial data in the geodatabase and the database schematic required to support the 
custom applications. USACE districts may choose to plan database designs based on its mission 
requirements.  A software application is divided into three (3) logical layers that may be 
physically located on one or more servers as detailed in Figure 3-9.  The architectural design of 
the database varies based on the level of system architecture deployed by the district.  

	Logic
	Description

	Presentation
	Includes logic for presenting the data and applications to users.  This layer is almost always on the client computer, such as the ArcGIS desktop software.  

	Business
	Includes the application logic and business rules

	Data
	Includes the database definition, data integrity logic, store procedures, and other operations that are closely associated with the data.


Figure 3-9



(a)  Minimal.  An Intelligent Server or Intelligent Client (2-Tier) design as shown 
in 
Figure 3-10 is ideal.  All the business functions logic may be implemented with the database.  
This design requires that the server have a database application such as ORACLE, SQL Server, 
or Microsoft Access for storing GIS and other data.  The installation of ArcSDE is optional at 
this level as personal geodatabases and shapefiles can meet this district’s needs.  ArcGIS 
ArcView platforms must be installed on each user’s personal computer.


(b)  Standard.  An N-tier architecture level as shown in Figure 3-10 is required to meet 
the standard level architecture.  This design has many of the same components as the 2-tier 
servers; however, an enterprise database must be implemented at this level.  The eGIS survey 
management tool, ArcGIS server, and Coastal structures applications can be built at this tier.  
This design separates application logic from data services creating better scalability, and more 
application or database servers can be easily added.  


(c)  Optimal.  An Internet-tier architecture level is necessary to meet the optimal level 
requirements for architecture.  This tier requires the same components as the N-tier with 
additions such as ArcIMS, Microsoft’s IIS services, or Apache.  Internet tier processing is 
divided into three layers:  business and presentation services on the web server, the application 
services on a separate server, and the clients.  At this level, a database application can be 
accessed from a web site or web service, and most database applications support any client with 
a browser.  
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Figure 3-10


(3)  Design Considerations.  Each district should consider the following while planning 
the implementation of an enterprise database application:  


(a) Optimize hardware and ensure scalability


(b) Create stored procedures for consistent databases and database objects


(c) Test and tune the applications and database to ensure an efficient performance


(d) Analyze the workload, and use optimal index configuration for enterprise database when possible.



(4)  Non-Spatial Business Tables cover aspects of USACE business such as dredging, 
flood studies, environmental, permitting, real estate, shoreline, buildings, and many other types 
of data that may be related to a known point on the ground.  Non-spatial business tables relate 
these types of data to spatial datasets stored in a corporate geodatabase.  Building business tables 
(database schema) requires that tables are created in production tables which involves building 
and naming columns, creating primary keys, stored procedures, triggers, functions, creating 
users, and assigning roles.  Business tables are often related to spatial tables, and these 
relationships should be designed to keep related data synchronized with its related tables.  
Creating Standard Operating Procedures allows the eCoastal team to follow known business 
logic when creating custom applications.  The Standards can lower the cost of data management 
when applied and maintained.  See Appendix J for examples of business tables stored in the 
geodatabase.    


3-7.
eCoastal Team.


a.  Requirements.  Organizing district personnel to provide technical support and 
management of the eCoastal GIS is one of the most critical elements in establishing a viable 
eCoastal program.  Full-time employees are recommended for the eCoastal team.  A District may 
choose to start with a small team.  The technology a district deploys will also determine how 
personnel are brought onto the team for support. The makeup of the team will depend on the 
District’s ability to finance the team; however, at minimum the Technical Team Leader and GIS 
analyst should constitute the eCoastal team.  



(1)  Technical Team Leader.  The Technical Team Leader must be a federal employee 
from the district familiar enough with the district to form the relationships with other key 
potential GIS users of the eCoastal system.  This person does not have to be a GIS expert, but 
must possess strong technical skills, problem solving and organizational skills—particularly in 
creating standard operating procedures that emphasize good data management practices.  This 
position requires knowledge of GIS software, application development languages, and basic 
networking.  



(2)  Database Administrator/SDE Administrator/Server Administrator.  eCoastal requires 
the use of a corporate geodatabase (ArcSDE), and these databases require server operating 
systems.  The management of this type of infrastructure is important when establishing the 
eCoastal system.  While GIS database and server administration is not a full-time occupation, it 
requires a working knowledge of GIS principals as it directly affects corporate datasets.  ArcSDE 
and its supporting server processes combine to provide a district repository for spatial data 
storage.  These tasks can be performed by the same individual.  



(3)  GIS Analyst performs a variety of tasks that support the formatting, editing, creating, 
and organizing GIS data with map building as the prominent duty.  The GIS Analyst must 
possess the ability to bring spatial datasets together, overlay the features, symbolize and label 
them appropriately to support the coastal engineers or scientists.  This individual must also 
format data from non-spatial sources into spatial datasets to be loaded into the eCoastal system, 
maintain and create metadata, as well as load GIS data into the eCoastal database.



(4)  Developer.  At least one developer is recommended to provide support to the 
eCoastal GIS by creating various custom applications for the eCoastal customer.  The ability to 
create customized solutions is a major part of eCoastal support; however, application 
development may be done by an in-house developer or a contractor.  The developer should have 
a sound working knowledge of application languages such as .NET, Visual Basic, ASP, 
JavaScript, DHTML, and HTML.  Knowledge of the ESRI ArcObject model is substantially 
helpful as many solutions revolve around desktop ArcGIS.  



(5)  Web Developer.  eCoastal requires a high level of  the internet and intranet exposure. 
The skilled use of web technologies provides leverage when delivering eCoastal products to 
customers.  A web developer on staff solely reflects the district’s ability to finance the position.  
Depending on the district’s desired growth and its quantity of work, this position may be 
combined with the application developer.  



(6)  Administrative Support maintains the budget, allocates resources, handles mail, and 
provides other administrative support such as travel management and correspondence.  The 
individual chosen for the Administrative Support Position should have business or accounting 
experience and good communication skills.  This position requires decision-making, multi-
tasking, and logistic skills.  Corps of Engineers Financial Management System (CEFMS) 
experience is desired to support USACE employees.    



b.  Information Management (IM) is fundamentally responsible for all aspects of the 
underlying eCoastal infrastructure required for the success of eCoastal.  While it is not 
recommended that the eCoastal team is part of the IM division, the eCoastal team relies on 
technical guidance on matters such as mass storage, backup and restore, security updates, server 
management, networking, and other inherent IM functions.  A breakdown in the communication 
of IM and the eCoastal team may adversely affect the eCoastal mission.  




c.  eGIS is the concept of integrating geospatial information systems technology 
infrastructure to deliver spatial information products, services, and standard datasets to all 
functional elements of the organization to eliminate redundant GIS databases and applications.  
In addition to serving the district coastal community, eCoastal is also intended to integrate into 
the concept of eGIS.  The goals of this transition are listed below:



(1) Support Project Delivery Teams (PDT) in efficient execution of civil and military 
projects.



(2) Protect the investment in geospatial data, applications, and institutional knowledge.


(3) Facilitate the effective evolution of GIS and CADD technologies in the South Atlantic 
Division as well as coordinate consistent implementation and deployment of related geospatial 
technologies.


(4) Improve communications with other agencies and the private sector.


(5) Support regional resource leveraging by enabling access to the geographic 
information needed to distribute divisional workloads across the organization.


(6) Facilitate the civil-military crossover of geospatial technology applications, data, and 
knowledge.



(7) Contribute to USACE vision of being a competitive world-class engineering 
organization.




d.  District Coastal Engineers and Scientists conduct engineering analysis of proposed 
inlet and beach management activities, technical assistance with beach erosion control and 
regulatory programs of the Corps of Engineers using procedures, methodologies, models and 
computer programs.  The main function of the eCoastal system, in support of coastal engineers 
and scientists, is to provide technical assistance with data access to geo-referenced imagery, 
LIDAR data, base map data, and other formatted products.        


e.  Local Partners.  An established eCoastal program can provide the basis of partnerships among federal agencies, state and local governments, and private organizations through Corps of Engineers’ coastal projects.  Many of these projects have local sponsorships that require partnering.  Partners work together to protect, preserve, and restore the United States’ coasts.  By sharing information, pooling resources, combining management skills and technical expertise, partners solve local coastal problems in cost-effective, innovative solutions.[image: image4.png]



Firewall	









 3-1 

_1219472895.vsd
Network�


